Birds of a feather Session #1

Notes taken 5/20/02.  LHerrell

Moderator volunteer:  Jim Rash

Jim asked Faiza to go ahead since she had some charts to present       

Faiza Lansing  introduced NMPESTO conference, 4 areas,

One of the 4 areas is 

Smart Data Node in the Sky (SNITS)

"smart" = Intelligent data extraction

data compression, send data down to sky

      chart showing scale of high data rate and predicted needs 2008, 2015

    SNITS Architecture issues, and technology needed for same:

              LEO vs GEO  location of node

            Like TDRS but with on-board computing and laser comm

This is related to the "physical layer" eg pointing of antenna, different from this group.

Communication protocols need to be aware of these layers, "upper layers (protocol)", "lower layers (laser comm acquisition and tracking hardware)"

Kul:  Analogy of ad hoc (constellation) and SNITS (communicating end-to-end)

    Telecom system architecture parameters: data rate vs pointing accuracy vs user EIRP

10 Gbps must use laser comm hardware layer

   charts also showing inflatable vs body mounted antenna

Kul:  how about LEO SNITS, and everyone dumps to SNITS as they pass by, seeking shortest distance and contact time; real time vs stored data;  several SNITS in LEO? One in MEO? Note that antennas have gotten cheap, and can do ground-hopping stations;  time delay and cross-link delays;  TDRS is barely used by Earth Science because it's expensive to keep TDRS antenna 24-hours -  expensive to communicate 20,000 miles;

   o Comm &  high speed data processing - 2 separate issues related

   o Constellatiion as flying routers

   o Constellation acting as an adhoc 

   o Architectures should consider Cost, data delay

   o 3 or 4 very capable mother ships with a large number of comm routers

   o moderator:  suppose all future missions have to have router and must provide cooperative comm

   o SNITS addresses "dynamic" ad hoc, which is not an easy  problem for this community

   o Moderator:  1) constellation of servers  2)everyone serves everybody

   o Research:  How to integrate application networks into backbone networks

   o Data volume is driver to the function of the node  - have to send it down anyway, so will have big pipes on the ground + fiber optics

   o Kul:  use ground infrastructure, and look at LEO first WRT ground

before going to GEO; 24/7 becomes difficult at LEO  and demands GEO

   o Research:  3-e dynamically changing topology of >network, suggests some sort of ad hoc way of establishing communications

   o Research:  how to get to 45 Gbps seems much more a tractable problem

   o Magcomm 10 kg spacecraft (50-100)  -  antenna contact time cost would be crippling

   o Research:  cross links (point to point) communications physical layer design driver:  pointing,

   o Antenna gain vs link margin etc design trades in physical layer

   o Research:  high data rate by itself

After 1.5 hours, Jim Rash split into 2 groups to come up with list of research issues:

Networking

High data rate comm

